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Abstract—Deep Reinforcement Learning (DRL) is rising as
a promising tool for solving optimization problems in optical
networks. Though studies employing DRL for solving static op-
timization problems in optical networks are appearing, assessing
strengths and weaknesses of DRL with respect to state-of-the-
art solution methods is still an open research question. In this
work, we focus on Routing and Wavelength Assignment (RWA),
a well-studied problem for which fast and scalable algorithms
leading to better optimality gaps are always sought for. We
develop two different DRL-based methods to assess the impact
of different design choices on DRL performance. In addition, we
propose a Multi-Start approach that can improve the average
DRL performance, and we engineer a shaped reward that
allows efficient learning in networks with high link capacities.
With Multi-Start, DRL gets competitive results with respect
to a state-of-the-art Genetic Algorithm with significant savings
in computational times. Moreover, we assess the generalization
capabilities of DRL to traffic matrices unseen during training,
in terms of total connection requests and traffic distribution,
showing that DRL can generalize on small to moderate deviations
with respect to the training traffic matrices. Finally, we assess
DRL scalability with respect to topology size and link capacity.

Index Terms—Deep Reinforcement Learning, Routing and
Wavelength Assignment, Genetic Algorithm, Optimization.

I. INTRODUCTION

In recent years, several applications of Machine Learning
(ML) in optical networks have been developed, such as Quality
of Transmission (QoT) estimation [1], failure management [2]
and traffic prediction [3], demonstrating the ability of ML
models to extract useful information from the monitoring data
available in optical networks.

Among the various tools offered by ML, Deep Reinforce-
ment Learning (DRL) is attracting particular attention as a
promising tool for tackling complex optimization problems
for resource allocation in optical networks [4]. However, even
though DRL has shown remarkable results in tasks such
as playing games [5]–[7] and continuous control [8], [9],
investigations on DRL for solving optimization problems in
optical networks have started only in recent years [10]–[13].
What makes DRL competitive with respect to both supervised
and unsupervised learning is its capability to learn directly
from experience with little to no prior data, while driving op-
timization towards a user-specified goal. These characteristics
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make DRL a particularly attractive solution for scenarios in
which it is difficult, if not impossible, to acquire well-defined
training data.

Nevertheless, there are many potential difficulties in getting
the best performance out of DRL and in interpreting the ob-
tained results, ranging from hyperparameter tuning to specific
algorithm implementations [14]. Furthermore, by definition,
a DRL-based solution method is trained on a limited subset
of problem instances, such as a subset of all the possible
traffic matrices in an optical network. Even though DRL can
show some generalization capabilities with respect to problem
instances not seen during training, assessing them a-priori is
not a trivial task [15], [16]. In realistic application scenarios, if
the problem instances differ too much with respect to the ones
used in training, DRL may suffer from severe performance
hits, to the point of requiring a new training phase starting from
scratch. This introduces a significant computational burden, as
training can take hours to days on modern hardware platforms.

Given these significant challenges in terms of generaliza-
tion, in this study our aim is to evaluate whether DRL for
optimization problems in optical networks can be a competi-
tive alternative with respect to existing and well-established
solution methods. To this end, we focus on the Routing
and Wavelength Assignment (RWA) problem, a well studied
problem in the optical-networking literature for which, even
though there are many effective solution methods [17]–[19],
more efficient algorithms are always of interest. Therefore,
the RWA problem will be considered as a representative case
study on which to train new DRL-based solution methods and
evaluate DRL performance with respect to existing methods.
In fact, we note here that comparing DRL only against greedy
heuristics (as mostly done in literature) can result in an overly
optimistic assessment of its actual performance. Hence, in
this study, the proposed DRL methods will be compared
not only to greedy heuristics, but also to a state-of-the-
art metaheuristic (a Genetic Algorithm, whose performance
greatly outperforms greedy heuristics), and with Integer Linear
Programming (ILP), which is used to establish an optimality
bound.

We also assess the sensitivity of DRL to differences between
the traffic matrices seen during and after training. In fact,
traffic matrices used at training time are typically drawn from
a probability distribution which is assumed to be known a-
priori (e.g., from traffic forecasts), but may be different in
practical use-cases. We aim to evaluate whether or not it is
convenient to employ DRL in place of other state-of-the-art
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solution methods, when traffic matrices differ with respect to
the training ones (e.g., because of a wrong forecast) in terms
of total connection requests and traffic distribution. Moreover,
we assess the scalability of our proposed approach with respect
to topology size and link capacity.

The remainder of this paper is organized as follows: in
Section II we provide an overview of the recent works on
DRL for optimization in optical network, and and highlight
some of the main advancements on this topic in the literature.
In Section III we discuss background concepts on DRL along
with the main elements of state-of-the-art DRL algorithms,
with particular focus on the Proximal Policy Optimization
(PPO) algorithm. In Section IV we describe the RWA problem
and the considered baselines (i.e., greedy heuristics, Genetic
Algorithm and ILP). In Section V we illustrate the proposed
DRL approach for the RWA problem. In Section VI we
benchmark the performance, in terms of blocking probability
and computing times, of the proposed DRL approach against
the baselines, we assess its ability to generalize to traffic
matrices not seen during training and its scalability to larger
problem instances, in terms of network size and link capacities.
Finally, we outline conclusions and future research directions
in Section VII.

II. RELATED WORK

The application of DRL algorithms in telecommunications
is a fertile area of research that is giving rise to many
promising results [20]. However, works applying DRL to
problems in optical networks are relatively few. In the fol-
lowing, some of the main works regarding the application of
DRL in telecommunications networks, together with their most
significant achievements, are briefly summarized.

In [10], an application of DRL to routing problems in Soft-
ware Defined Networking (SDN) is developed. The proposed
DRL-based algorithm is able to dynamically produce routing
configurations minimizing the overall delay. The proposed
algorithm is an is an off-policy, actor-critic, deterministic
policy gradient algorithm, for which an observation is defined
as the traffic matrix.

In [21] authors propose a DRL-based approach for routing
in optical networks. The DRL agent is tasked to route con-
nection requests among candidate paths. A novel state repre-
sentation is engineered, consisting of the states resulting from
applying all possible actions to the current state. The proposed
approach is able to outperform both baseline heuristics and
other DRL agents using different state representations.

In [11] authors address routing in Optical Transport Net-
works (OTNs), with emphasis on generalization to topologies
similar to the one seen at training time. Authors employ
Deep Q-Learning [5], in which the DNN is implemented as
a Graph Neural Network (GNN) [22]. The objective is the
maximization of bandwidth utilization up to the first blocked
request, meaning that long-term minimization of the blocking
rate, as in our work, is not taken into account. The proposed
approach outperforms vanilla DQN and greedy heuristics also
for network topologies not seen during training.

In [12] authors propose a custom version of the Asyn-
chronous Advantage Actor Critic (A3C) [23] algorithm for

dynamic Routing, Modulation and Spectrum Assignment
(RMSA) in Elastical Optical Networks (EONs). After pre-
computing a number of candidate paths using K-shortest-paths,
the action space is defined in such a way that the agent is able
to pick one among the first j available spectrum blocks in each
of the candidate paths, where j is an algorithm parameter. An
observation is defined such that it provides information about
the current request and the spectrum utilization in each of
the candidate paths. The algorithm is shown to outperform
baseline greedy heuristics such as SP-FF and KSP-FF.

In [13] authors, to address the scalability issues of the
algorithm developed in [12], propose a cooperative multi-agent
framework for service provisioning in inter-domain EONs,
in which agents are based on the Advantage Actor Critic
(A2C) algorithm. Cooperation between the agents is achieved
by sharing information regarding spectrum utilization between
different domains, and it is shown to outperform both baseline
heuristics and the results from [12].

In [24] authors develop a transfer learning framework for
DRL in optical networks to mitigate the retraining needs
and to provide better generalization. Authors evaluate their
approach on transfer between different RMSA topologies, and
from RMSA to service function chain provisioning. Their
proposed approach achieves overall lower training times and
performance performance similar to or better than heuristic
baselines.

In [25], authors devise a Multi-Agent DRL (MA-DRL) for
inter-domain RMSA, in which each agent acts as a domain
broker. Agents operate independently on an abstract topology
composed of border nodes and virtual nodes, the latter rep-
resenting the intra-domain networks. The proposed approach
manages to outperform the considered heuristic baselines.

In [26] authors develop a DRL-based admission control
policy for network slicing in 5G Radio Access Networks
(RANs). For each slice request, the DRL agent receives a
penalty if either the request is rejected, or cannot be scaled up
when needed. The proposed approach is able to outperform
the considered baselines, resulting more robust to variations
in the penalty values and in the service distribution.

While all of the mentioned works attain remarkable results
and constitute significant advances in the applications of DRL
to optical networks, each fails to fully consider at least one
of the following: 1) an assessment on the generalization to
unseen previous problem instances, or 2) a comparison against
stronger algorithms than baseline greedy heuristics, such as
state-of-the-art metaheuristics and ILP-based approaches. We
argue that a thorough assessment of these two points is
paramount in order not to overestimate the performance of
DRL-based solution methods, and to fairly evaluate their pros
and cons. In this work, we have developed DRL-based solution
methods based on the state-of-the-art PPO algorithm, and
we have extensively benchmarked them against both greedy
heuristics and a state-of-the-art Genetic Algorithm.

III. BACKGROUND: DEEP REINFORCEMENT LEARNING

The field of Reinforcement Learning (RL) is inspired by
behavioral psychology: an RL agent interacts with an envi-
ronment, the latter typically represented as a Markov Decision
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Process (MDP), in order to learn a policy that maximizes the
expected sum of rewards over a time horizon [27].

Let A be the action space and S be the state space. A
policy π : S → A defines the behavior of the learning agent.
In particular, π(at = a|st = s) defines the probability of
selecting action a ∈ A given the state s ∈ S at time step t.

The goal of a RL agent is to maximize the expected sum
of rewards, known as the return, over a time horizon T . The
discounted return at time step t is defined as follows:

Gt =

T∑
k=t+1

γk−t−1rk (1)

where T is the time horizon, rk is the reward at time step k
and γ ∈ [0, 1] is the discount factor. The magnitude of the
discount factor determines the importance of future rewards
in relation with immediate rewards.

The value function of policy π can be defined as the ex-
pected return when starting from state s and acting according
to policy π, as follows:

Vπ(s) = Eπ(Gt|st = s) (2)

Similarly, the action-state value function, also known as
Q-value, of policy π is defined as the expected return when
starting from state s and taking action a, following policy π
for all the following states:

Qπ(s, a) = Eπ(Gt|st = s, at = a) (3)

The difference between the action-state value function and
the state value function for a given state-action pair is defined
as the advantage function:

Aπ(s, a) = Qπ(s, a)− Vπ(s) (4)

A policy π is said to be better than policy π′, that is, π ≥ π′,
if and only if Vπ(s) ≥ Vπ′(s), ∀s ∈ S. All optimal policies
π∗ share the same value function V∗(s) and action-state value
function Q∗(s, a), defined as follows:

V∗(s) = max
π

Vπ(s) (5)

Q∗(s, a) = max
π

Qπ(s, a) (6)

It can be demonstrated that a policy that acts greedily with
respect either to V∗(s) or Q∗(s, a) is an optimal policy.

Traditional RL algorithms, like Q-Learning and SARSA,
store policies and value functions in tables. However, many
practical environments exhibit a number of states so large
that tabular methods become no longer feasible in terms of
memory occupation. Hence, in DRL, policies and value func-
tions are parameterized via function approximators, i.e., Deep
Neural Networks (DNNs), leveraging the ability of DNNs
to generalize to states unseen during training. Assessing and
improving the generalization capabilities of DRL to unseen
states is currently an active research field [15], [16].

Many state-of-the-art DRL algorithms include the following
two fundamental building blocks: 1) a policy estimation phase,
in which an approximation of the value function is computed,
and 2) a policy improvement phase, in which the trained
policy is optimized according to the value function estimation.

Environment

𝜀𝜀-greedy
Policy

Replay Buffer

Minibatch of

DNN

Fig. 1. Illustrative diagram of the main DQN elements, highlighting the
computation of the DQN loss function.

Within such a framework, RL algorithms can be categorized
as either on-policy or off-policy algorithms. In on-policy
algorithms, the trained policy is used to gather samples for the
policy evaluation phase. In off-policy algorithms, a behaviour
(usually exploratory) policy is used to gather samples for the
policy evaluation phase instead of the trained policy. Typically,
off-policy algorithms are more sample-efficient than on-policy
algorithms as they can reuse past experiences [5], thus they are
useful in environments that are expensive to evaluate, thought
they tend to have slower convergence times than on-policy
algorithms.

Furthermore, DRL algorithms can be further divided among
policy-based, value-based and Actor-Critic. Policy-based al-
gorithms store only a representation of the trained policy.
Value-based algorithm store only a representation of the value
function, from which the policy is derived. Finally, Actor-
Critic algorithms store both a representation of the policy (the
Actor) and a representation of the value function (the Critic).

In the following, we provide a brief overview of two relevant
classes of DRL algorithms, Deep Q-Learning (DQN) and
policy gradient algorithms, the latter focusing on PPO, which
employed for numerical evaluation in this work.

A. Deep Q-Learning (DQN)

DQN [5] and its variants [28]–[30] are off-policy, value-
based algorithms. The aim of DQN algorithms is to learn
an approximation of Q∗(s, a), parameterized as Qθ(s, a) by
a DNN, where θ are its parameters. The learned policy
is a deterministic greedy policy, which chooses the action
corresponding to the highest Qθ(s, a) estimate. Being off-
policy, a behaviour policy is used to gather the samples used
for updating the Q-values estimates. An example of such
a behaviour policy is an ε-greedy policy, which either acts
greedily with respect to Qθ(s, a) with probability 1 − ε or
randomly with probability ε.

The Q-Learning algorithm [31] defines the following update
rule, deriving from the Bellman optimality equation:

Q(st, at)← Q(st, at)+

+ α
[
rt+1 + γmax

a
Q(st+1, a)−Q(st, at)

]
(7)



ON DEEP REINFORCEMENT LEARNING FOR STATIC ROUTING AND WAVELENGTH ASSIGNMENT 4

Environment

Actor Critic

Fig. 2. Illustrative diagram of the PPO Actor-Critic architecture in which the
Actor and the Critic share the same parameters θ, highlighting the computation
of the individual terms appearing in the full loss function.

where α is the learning rate, which controls the magnitude of
the updates.

DQN makes use of a technique known as experience replay:
the behaviour policy is used to gather samples, to be stored
in a replay buffer. Then, a minibatch of samples is sampled
randomly from the replay buffer. For each sample, the update
value of (7) is computed as the following loss function:

LDQN(θ) = (rt+1 + γmax
a

Qθ(st+1, a)−Qθ(st, at))2 (8)

At this point, the DNN parameters θ are updated via
minibatch gradient descent. An illustrative diagram of the main
DQN elements is shown in Fig. 1.

B. Proximal Policy Optimization (PPO)

Policy gradient algorithms are among the most relevant in
the field of DRL. Let πθ be a stochastic parameterized policy
with parameters θ (i.e. a DNN, where the parameters are the
weights of the neural network). The expected return given
policy πθ can be expressed as follows:

J(θ) = E

[
T∑
k=1

rk

]
(9)

The objective of policy gradient is to optimize the parameters
θ such that the expected return is maximized. Policy gradient
algorithms achieve this goal by computing an estimate of
the gradient of (9) and running a stochastic gradient ascent
algorithm. In the literature, a plethora of different gradient es-
timators has been developed [32]. One of the most commonly
used gradient estimators is the following:

ĝ = Êt[∇θ log πθ(at|st)Ât] (10)

which, in practical implementations, results from the differen-
tiation of the following loss function:

LPG(θ) = Êt[log πθ(at|st)Ât] (11)

where Ât is an estimate of the advantage function, and Êt
indicates an empirical average over a batch of samples. In
particular, methods for computing accurate estimates of the
advantage function, such as Generalized Advantage Estimation

[32], require an estimate of the value function. Therefore,
computing an approximation of this expression would in
principle require two DNNs: the "Actor", parameterizing the
policy, and the "Critic", parameterizing the value function. In
practical application scenarios a common design choice is to
let the Actor and the Critic share parameters, given that they
most likely would learn similar features.

In this work, an implementation of Proximal Policy Opti-
mization (PPO) [33], one of the main state-of-the-art policy
gradient algorithms, will be used for training the agents. PPO
is an on-policy algorithm, since the trained policy is used to
gather samples, with the following loss function:

LCLIP
t (θ) = Êt

[
min

(
rt(θ)Ât, clip(rt(θ), ε)Ât

)]
(12)

where rt(θ) =
πθ(at|st)
πθold (at|st)

is the ratio between the policy before
and after the parameters update. The clip function, which
depends on the hyperparameter ε, prevents the occurrence of
too large parameter updates that would destabilize the learning
process. The complete PPO loss function at each time-step
reads as follows:

LPPO
t (θ) = Êt

[
LCLIP
t (θ)− c1LVF

t (θ) + c2H(πθ, st)
]

(13)

where LVF
t (θ) = (V target

t −Vθ(st))2 is the squared-error loss of
the value function estimator, H(πθ, st) is the entropy of policy
πθ in state st, and c1, c2 are hyperparameters. Introducing a
bonus in the loss function proportional to the policy entropy
encourages sufficient exploration during training and prevents
early convergence to local minima [23]. An illustrative dia-
gram of the PPO architecture, showing the individual terms of
equation (13), is shown in Fig. 2.

Considering the computation of LVF(θ), let the n-step return
be defined as follows:

Gt:t+n = rt+1+γrt+2+ · · ·+γn−1rt+n+γnVθ(st+n) (14)

Where Vθ is the estimate of the value function, parameterized
by θ. Then, V target

t is defined as the TD(λ) estimator [27]:

Gλt = (1− λ)
T−t−1∑
n=1

λn−1Gt:t+n + λT−t−1Gt (15)

where λ ∈ [0, 1] is a hyperparameter regulating the trade-off
between bias and variance in the value function estimation. In
particular, values of λ closer to 0 induce higher bias, whereas
values of λ close to 1 induce higher variance.

To mitigate sample inefficiency due to being on-policy,
PPO can leverage multiple parallel Actors to gather samples
from the current policy, which are stored in a buffer and
then used to optimize the DNN parameters via minibatch
stochastic gradient descent. Unlike in DQN, past experiences
are discarded after an update.

As there is no silver bullet in RL, it is difficult to assess
a-priori which is the best algorithm for a particular task. For
the problem considered in this work, we chose PPO as it was
the algorithm that we observed to perform best.
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Fig. 3. Genetic Algorithm flow diagram.

C. DRL for Optimization

In [4], methods based on ML for solving traditional op-
timization problems in Operations Research literature are
surveyed. In the framework of optimization algorithms, using
a DRL agent, trained to output a feasible solution from an
arbitrary problem instance, can be seen as a very complex
heuristic, in a framework defined by authors as "end-to-end
learning". Heuristic algorithms, in general, can be disassem-
bled into a sequence of subroutines with various degrees of
complexity. If one regards the action space of a DRL agent as a
collection of subroutines, the task of a DRL agent becomes the
one to find a (possibly stochastic) succession of subroutines.
Therefore, applying DRL to solving optimization problems can
be interpreted as a method of building a specialized heuristic
for a certain problem class.

Policy gradient algorithms are able to learn a stochastic
policy, which is equivalent to building a heuristic with some
stochastic behaviour. We argue that policy stochasticity (i.e.,
maintaining a small degree of exploration with respect to a
deterministic policy) can be a desirable property of DRL when
applied to solving optimization problems. In the following,
experimental results will confirm the validity of this claim.

IV. ROUTING AND WAVELENGTH ASSIGNMENT

The RWA problem consists in assigning a route and wave-
length to a set of lightpath requests in an optical WDM
network. The objective here is to maximize the number of
accommodated connections. RWA can be either for static
traffic (traffic matrix is known in advance), or for dynamic
traffic (requests arrive and depart in a stochastic way). This

TABLE I
RWA MODEL PARAMETERS AND VARIABLES

Parameters

V Set of routing nodes
E Set of bidirectional links
W Set of available wavelengths in each link.
P Set of pre-computed K-shortest paths.
P(s,d) Set of pre-computed K-shortest paths between node pair (s, d),

s ∈ V , d ∈ V , s 6= d. |P(s,d)| = K
ρ(s,d) Number of connections requested by node pair (s, d), s ∈ V ,

d ∈ V , s 6= d

Variables

xwp 1 if wavelength w ∈W is occupied in path p ∈ P , 0 otherwise

work considers static RWA, in which we assume wavelength
continuity constraints must be enforced for each lightpath.

A. ILP formulation
Static RWA can be formalized as an ILP formulation [34].

ILP parameters and variables are reported in Table I.

max
∑
p∈P

∑
w∈W

xwp (16)∑
p|l∈p

xwp ≤ 1 ∀l ∈ E, ∀w ∈W (17)

∑
p∈P(s,d)

∑
w∈W

xwp ≤ ρ(s,d) ∀s, d ∈ V, s 6= d (18)

xwi ∈ {0, 1} ∀i ∈ P, ∀w ∈W (19)

Objective function (16) maximizes the number of accommo-
dated connection requests. Constraints (17) impose the wave-
length continuity on each established lightpath. Constraints
(18) impose that the total accommodated connection requests
between each source-destination pair do not exceed the de-
mand. Finally, equations (19) define the variable domains.

Though the ILP provides an exact solution, it is not scalable,
as RWA is of NP-Hard complexity [35]. Nevertheless, for
small enough problem instances an optimal solution can be
found in short computing times, serving as a benchmark for
the other algorithms considered in this work.

B. Heuristic and metaheuristic baselines
In the numerical evaluations, the following heuristic and

metaheuristic algorithms will be benchmarked against the
developed DRL-based solution methods:
• SP-FF: for each connection request, the first wavelength

available (i.e., first-fit) in the shortest path between the
source-destination pair is selected.

• KSP-FF: for each connection request, the first wavelength
available in the shortest among the K-shortest paths
between the source-destination pair is selected.

• LLP-FF: for each connection request, the first wavelength
available in the least loaded among the K-shortest paths
between the source-destination pair is selected.

• GA-FF: a feasible routing is generated via the procedure
illustrated in Fig. 3, and the wavelength assignment is
performed in a first-fit way.
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Fig. 4. Illustrative diagram of the learning process. For each episode, the
RWA environment draws requests from a traffic matrix sampled from a known
probability distribution. Requests are presented to the PPO agent via a properly
encoded observation. Based on that information, the PPO agent chooses an
action. Finally, the RWA environment produces a reward based on the outcome
from the chosen action.

V. DRL ALGORITHM FOR RWA
In this section, our DRL-based approach for solving the

RWA problem will be detailed, and the design choices of the
developed DRL algorithms will be illustrated.

Given the traffic matrix as input, the trained DRL agent
must output a feasible solution for the RWA problem (16)-(19).
Therefore, the learning aim is to build a specialized heuristic
for the considered RWA problem.

In order to learn a mapping from states to actions, a DRL
agent must be provided with proper representations of the
environment state, which are called observations. In fact, even
though the static RWA problem is a so-called fully-observable
environment, providing the agent with the whole traffic matrix
and complete information regarding the spectrum occupancy
is not an effective strategy. Large observations, other than
scalability issues, introduce significant learning challenges,
due to the fact that the policy to be learned becomes more
complex as the size of an observation increases.

The set of all possible actions a DRL agent can choose from
is called action space. Similarly to the previous discussion, an
agent with a larger action space indeed has the potential of
learning a better policy, however the complexity of the learning
phase increases, since more exploration is required.

To summarize, the choice of the state representations (i.e.,
the observations) and of the action space are of critical
importance in designing a DRL algorithm, and it may not
be possible a-priori to determine which ones are the most
effective for the particular task at hand. Properly shaping the
state representation and the expressiveness of the action space,
such that the best final performance is attained, constitutes a
significant research challenge.

An episode corresponds to a particular RWA problem in-
stance (16)-(19), for which the traffic matrix is drawn from
a given probability distribution. For the problem instances
used for training, the traffic distribution is assumed to be
uniform for each possible source-destination pair. During an
episode, at each time step, the agent is presented with a
single connection request and it has to decide, based on an
observation, whether to try to accommodate it or to proactively

reject it. Therefore, the number of time-steps in an episode is
equal to the number of connection requests. At the end of
an episode, the allocated spectral resources are freed, and a
new traffic matrix is processed. An illustrative diagram of the
learning framework is shown in Fig. 4.

Observations represent the network state by including the
following information: the source-destination pair for the
request to be accommodated at the current time-step, and the
spectrum occupation in each of the K-shortest candidate paths.
Even though there is some loss of information with respect to
the full traffic matrix and the complete spectrum occupation in
the network, experimental results suggest that it is sufficient
for the agents to learn an effective policy.

We train two distinct agents, differing only in how the action
space and the observation space were defined, to assess the
impact of these design choices on performance.

We use PPO [33] to train the agents, given that it is
one of the main state-of-the-art DRL algorithms. The agents
are trained via the PPO algorithm implementation in Stable
Baselines, an open-source library providing reliable implemen-
tations of state-of-the-art DRL algorithms [36].

A. Agent 1: PPO-FF

The goal of PPO-FF is to learn a stochastic, first-fit pol-
icy given information regarding the current request and the
spectrum occupancy of the K-shortest paths between request’s
source and destination nodes.

1) Action space: The action space for this agent is discrete
and of dimension (K + 1), i.e., each action corresponds
either to selecting one of the K-shortest paths for the source-
destination pair of the current request, or to a proactive rejec-
tion. When a path is selected, if there is at least one available
wavelength along the selected path, the first wavelength is used
to accommodate the request. Otherwise, if no wavelengths are
available, the request is rejected.

2) Observations: An observation consists in a (2|V |+2K)
vector. In particular, a (2|V |) vector contains the one-hot-
coded source-destination pair for the current request, a K-
dimensional binary vector determines whether or not there
is a wavelength available in each of the K paths, and a
K-dimensional vector contains the total load on each path.
Observations are normalized to be in the range [−1, 1].

B. Agent 2: PPO-Full

The goal of PPO-Full is to learn a stochastic policy given
information regarding the current request and the spectrum
occupancy of the K-shortest paths. Differently from PPO-
FF, PPO-Full can accommodate a request in any wavelength
available in each of the K paths.

1) Action space: The action space for this agent is discrete
and of dimension (K|W | + 1), such that each action corre-
sponds either to selecting a path and a wavelength or to a
proactive rejection. If a path and a wavelength are selected, the
current request is accommodated to the selected path and to the
selected wavelength, if available. Otherwise, if no wavelengths
are available, the request is rejected.
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2) Observations: An observation consists in a (2|V | +
K(|W | + 1)) vector. In particular, a (2|V |) vector contains
the one-hot coded source and destination nodes for the current
request, a (K|W |) binary matrix determines the wavelength
availability in each of the K paths, and a K-dimensional vec-
tor contains the total load in each of the K paths. Observations
are normalized to be in the range [−1, 1].

Compared to PPO-FF, PPO-Full has a larger action space,
which grants it more freedom in deciding how to accommodate
requests. However, larger action space introduce more difficult
learning challenges, both in terms of exploration of the action
space and in terms of having to learn a more complex mapping
from observations to actions.

C. Reward Function

We have defined two different reward functions for the
agents: a sparse reward and a shaped reward. The sparse
reward reads as follows:

rsparse =

{
1 if accommodated
−1 otherwise

(20)

The shaped reward reads as follows:

rshaped =

{
α

Cj
maxi Ci

+ βmini hi
hj

if accommodated

0 otherwise
(21)

where i = 1 . . .K, K is the number of shortest paths for
each source-destination pair, j is the chosen path among the
K-shortest, Ci is the capacity (i.e., the number of available
wavelengths) on path i, hi are the number of hops taken
by path i, and α, β are positive scalars. The shaped reward
induces the agent to find a trade-off between a load balancing
strategy and a shortest-path strategy.

The sparse reward holds more expressive power with respect
to the shaped reward, as it does not bias the agent with
any specific strategy. However, when the link capacity is
high, using the sparse reward results in all actions (except
proactive rejection) having reward equal to +1 for the majority
of a training episode, being the network unloaded. For low
link capacities, we have observed from experimental results
that using the shaped rewards yields performance worse or
comparable performance compared to using the sparse reward.
Therefore, in the following, we will employ the shaped reward
only in the case of high link capacities. Overall, the use of a
carefully shaped reward is suggested only if learning using a
sparse reward is exceedingly difficult.

D. Multi-Start Agents

Both PPO-FF and PPO-Full learn a stochastic policy: given
an observation, the agents output a selection probability for
each action in the action space. Therefore, it is possible to eval-
uate the agents in either a deterministic or a non-deterministic
way. With a deterministic evaluation, the agent always chooses
the action with the highest selection probability. With a non-
deterministic evaluation, the agent samples an action based
on the selection probabilities, therefore maintaining a degree
of exploration. While a deterministic evaluation is paramount
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Fig. 5. 10-node reference network used for training the agents.
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Fig. 6. Blocking rate of the PPO agents as a function of the training episode.
The average blocking rates over 1000 test traffic matrices of the greedy
heuristics, Genetic Algorithm and ILP are also reported.

for assessing the performance of an agent in applications
such as real-time control, we note that non-determinism is a
desirable property when applying DRL to solving optimization
problems. Leveraging on policy stochasticity draws a paral-
lelism with metaheuristics that implement random behaviours
in order to escape local minima. For this reason, the average
performance of an agent results to be an underestimation of
what can actually be achieved.

To take advantage from policy stochasticity, a trained DRL
agent can be cast within a Multi-Start (MS) heuristic frame-
work [37], in which the same problem instance is solved
multiple times and the only best solution is retained. Clearly,
this approach introduces a significant computational overhead,
as it evaluates the same RWA environment multiple times,
but better solutions can be achieved with respect to a deter-
ministic evaluation. In our evaluations, we chose a number
of independent starts equal to 8 (MSx8), as lower numbers
would not bring a significant improvement with respect to a
deterministic evaluation, and higher numbers would not bring
any significant further improvements. In the following, we
will denote PPO-FF-MSx8 and PPO-Full-MSx8 the Multi-
Start versions of PPO-FF and PPO-Full, respectively.

We note that casting DRL agents in a Multi-Start framework
has already been explored in [38], albeit for a completely
different application. To the best of our knowledge, this is the
first work that applies Multi-Start in DRL for optimization in
optical networks.
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VI. ILLUSTRATIVE NUMERICAL RESULTS

In this section, we compare the proposed DRL-based ap-
proaches to 1) baseline greedy heuristics, 2) GA (as represen-
tative of a state-of-the-art metaheuristic) and 3) ILP, in terms
of request blocking rate and computational time.

The implementation for the RWA environment is based on
the Optical RL-Gym framework [39]. The baseline greedy
heuristics considered in this work are Shortest-Path-First-
Fit (SP-FF), K-Shortest-Path-First-Fit (KSP-FF) and Least-
Loaded-Path-First-Fit (LLP-FF). A flow diagram describing
the behaviour of the Genetic Algorithm (GA-FF) is illustrated
in Fig. 3 [40], [41]. The parameters of GA-FF have been fine-
tuned in order to get the best trade-off between computing
times and solution quality. Finally, exact solutions were ob-
tained by solving the ILP formulation (16)-(19) via the state-
of-the-art commercial solver Gurobi v.9.1 [42].

The reference 10-node network used for training and eval-
uation is illustrated in Fig. 5. The number of pre-computed
K-shortest paths was set to K = 3, and path lengths were
calculated in terms of number of hops. The number of wave-
lengths available in each link was set to W = 10. The agents
were trained for a total of 106 episodes, with each episode
consisting of 100 connection requests. In particular, requests
were generated according to a uniform traffic distribution
between all the possible source-destination pairs.

For the hyperparameters of PPO, we chose a shared ar-
chitecture for the policy and the value function. We chose a
Multi-Layer Perceptron (MLP) of 5 layers with 128 neurons
each, with Exponential Linear Units (ELU) as activation
functions. We have set the discount factor γ to 0.95, the
learning rate to 5·10−5, the entropy coefficient c2 to 10−4, the
buffer size to 32768, and the minibatch size to 1024. All the
other hyperparameters were left as their default values. For a
detailed investigation regarding efficient training of on-policy
algorithms, in particular PPO, the reader can refer to [43].

A. Performance on the training environment

Fig. 6 shows the blocking rates of the two agents during
the training phase, and the average blocking rates over 1000
test problem instances computed by the considered heuristic

algorithms and the ILP modelPPO-Full, even though it has
more freedom of action than PPO-FF, achieves worse average
performance with respect to PPO-FF at the end of the training
phase. This behaviour is due to the fact that PPO-Full must
deal with a larger action space and more complex observations
than PPO-FF, therefore the learning policy becomes more
complex. In fact, PPO-Full outperforms only SP-FF, and, on
average, it has worse performance than all the other considered
heuristic algorithms. On the other hand, PPO-FF is able to
outperform, on average, all the considered baseline greedy
heuristics, with 57.3%, 19.8% and 13.4% improvement with
respect to SP-FF, KSP-FF and LLP-FF, respectively. However,
the 36.1% gap with respect to GA-FF shows that PPO-FF on
average does not outperform a fine-tuned metaheuristic. Fi-
nally, a significant 48.9% optimality gap between PPO-FF and
ILP suggests that there is still much room for improvement.

In Fig. 7 the blocking rates of the PPO agents, heuristics
and ILP are reported, evaluated on 1000 traffic matrices drawn
from the training environment. We observe that Multi-Start
can indeed improve the performance of PPO agents, as policy
stochasticity is an effective tool for escaping local optima.
Moreover, een though GA-FF is still the best heuristic, PPO-
FF-MSx8 is able to close the gap, much more effectively than
PPO-FF. This is a remarkable result, given the simplicity of the
action space of PPO-FF-MSx8 with respect to a sophisticated
metaheuristic such as GA-FF.

B. Generalization capabilities
Due to overfitting, the trained DRL agents may experience

performance degradation when evaluated on traffic matrices
that differ in distribution from the ones generated in the
training phase. Therefore, since realistic application scenarios
may sensibly differ from the training environment, properly
assessing the generalization capabilities of the trained DRL
agents is paramount. In the following, the generalization
capabilities of the trained DRL agents will be assessed on
traffic matrices unseen during training, in terms of the total
number of connection requests and of the traffic distribution.

1) Generalization on the total number of requests: To
assess the generalization capability of our DRL agents to
a different number of connection requests per episode, we
consider the cases when the performance of the DRL agents
are tested with 100, 105, 110, 125 and 150 connection requests
per episode. We remark that, in all the above mentioned cases,
the DRL agents were always trained considering a total of 100
connection requests per training episode, and that the traffic
distribution is assumed to be uniform between all possible
source-destination pairs for all requests. The average blocking
rates of the DRL agents, of the heuristics and of the ILP for
different numbers of total requests are reported in Fig. 8a.

Comparing the relative performance of the DRL agents
with the other approaches, it can be observed that the PPO-
FF and PPO-Full suffer some slight performance degradation
as the number of total connection requests increases. This
suggests a small degree of overfitting with respect to the
number of requests seen during training. In particular, for 150
total connection requests (i.e., a 50% increase with respect to
training), PPO-FF is on-par with KSP-FF.
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Fig. 8. Average blocking rates of the PPO agents, heuristics and ILP for 1000 test traffic matrices, as a function of: (a) the total number of connection
requests, and (b) the variation from the training uniform traffic distribution.

On the other hand, GA is able to consistently outperform
PPO-FF by an average of 26.4%. This is a reasonable result,
given that GA runs more complex subroutines (i.e., crossover,
mutations, selection) in order to generate a feasible solution.
Moreover, GA went through an extensive process of parameter
fine-tuning to get the possible best blocking rates. For this
particular task, GA has proven to be extremely sensitive to
parameter tuning, to the point that a wrong choice in the
parameters would have resulted in a solution worse than the
greedy heuristics. PPO, on the other hand, has proven to be
quite robust to the choice of hyperparameters.

Since the observations do not depend on the number of total
connection requests, it is reasonable to assume that the agents
were able to learn a policy that can generalize with respect to
the number of requests per episode. Furthermore, the best DRL
agent is not unequivocal, and the performance gap between
PPO-FF and PPO-Full becomes smaller with increasing total
number of requests per episode, suggesting that for a high
traffic load there may not be a significant benefit in employing
either of the two strategies. However, PPO-FF exhibits better
performance overall with respect to PPO-Full, and works with
a simpler observation space. Therefore, since the policy to be
learned is less complex, fine-tuning the DNN architecture may
further lighten the computational burden of the DRL agent.

The solutions computed by the DRL agents can be further
improved by leveraging stochasticity and employing a Multi-
Start framework. Considering PPO-FF, employing Multi-Start
with 8 independent starts (PPO-FF-MSx8) allows to improve
performance by an average of 8.77%, with a best improvement
of 13.8% for 100 total connection requests. The relative
improvement provided by the Multi-Start becomes less signif-
icant as the load increases, as the average absolute improve-
ment in the blocking rate is equal to 1.11%, which becomes
negligible for higher blocking rates. For instance, with 150
total connection requests, only a 3.7% relative improvement
is gained by the Multi-Start. PPO-FF-MSx8 brings an average
improvement of 43.9%, 17.0% and 17.7% over SP-FF, KSP-
FF and LLP-FF, respectively, thus surpassing by a significant
margin all baseline greedy heuristics. Furthermore, PPO-FF-

MSx8 is able to improve the gap with respect to the near-
optimal performance provided by GA, with an average gap of
19.7%.

2) Generalization on the traffic distribution: We now eval-
uate how the performance of the DRL agents is affected when
the traffic distribution considered during test phase is different
compared from the one used during DRL algorithm training.
To do so, during the test phase we do not consider that all
source-destination pairs are chosen with uniform probability,
but alter their probability considering different variations,
namely ±5%, ±10%, ±25% and ±50% with respect to the
uniform distribution. The total number of connection requests
was set to 100 for all instances. The average blocking rates
of the DRL agents, of the heuristics and of the ILP for the
different traffic distributions are reported in Fig. 8b.

In general, the blocking rates increase with the amount of
variation from the uniform distribution. Indeed, by keeping the
total number of requests the same, an unbalanced distribution
is more likely to create situations of congestion, given that
more spectral resources are requested from specific source-
destination pairs, leading to overutilization of specific links.

As in the previous evaluation, by comparing the relative per-
formance of the DRL agents with the other solution methods,
it can be observed that PPO-FF and PPO-Full do suffer from
performance degradation when tested on traffic distributions
different than the ones seen during training. This suggests a
degree of overfitting with respect to the traffic distribution
seen during training. On the extreme case, it can be seen
that PPO-FF shows similar performance to KSP-FF for a 50%
variation with respect to the training distribution. On the other
hand, PPO-FF is able to outperform all the baseline greedy
heuristics for all the other considered sets of instances, which
are more similar to the train distribution. Furthermore, for the
same reasons commented in the previous subsection, the gap in
performance between PPO-FF and PPO-Full becomes smaller
as the tested distribution becomes more and more unbalanced.

As seen before, DRL agents can improve the solutions us-
ing Multi-Start. In particular, considering PPO-FF, employing
Multi-Start with 8 independent starts (PPO-FF-MSx8) allows
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Fig. 9. Average computational times of the DRL agents and the heuristics
varying the number of connection requests.

to improve performance by an average of 10.1%, and the
absolute improvement provided by the Multi-Start becomes
less significant as the distribution becomes more unbalanced,
i.e., when the network congestion increases. PPO-FF-MSx8 is
able to consistently outperform all greedy heuristics, with an
average improvement of 50.1%, 19.9% and 17.6% for SP-FF,
KSP-FF and LLP-FF respectively. Similarly to the previous
case, GA-FF is able to consistently outperform PPO-FF, with
an average gap of 28.9%. With PPO-FF-MSx8, it is possible
to reduce this gap, reaching an average 21.0% gap, at the price
of a higher computational overhead due to the Multi-Start.

C. Computational times

Fig. 9 reports the average computational times required by
the DRL agents and the heuristics varying the number of total
number of connection requests1. For the DRL agents, only
PPO-FF is reported, since the computational times of PPO-Full
are very similar, given that they employ the same DNN archi-
tecture. The greedy heuristics are by far the fastest approaches,
as expected. PPO-FF-MSx8 is on average 61.5% times slower
than PPO-FF, given that it requires eight independent execu-
tions of PPO-FF. The additional computational overhead by
the Multi-Start is mitigated via the use of multiprocessing on
each independent start. GA-FF is by far the slowest method,
more than five times slower than PPO-FF-MSx8, and an order
of magnitude slower than PPO-FF.

Note that the parameters of GA-FF could be tuned in order
to reduce the computing times, but that would have impacted
severely the solution quality, to the point of being either on-
par or plainly outperformed by PPO-FF and PPO-FF-MSx8.
Therefore, to get the best solution quality possible out of GA-
FF, one must tolerate relatively long execution times compared
to the other solution methods.

D. Scalability

To assess the scalability of the proposed DRL-based ap-
proach, the two following scenarios will be considered: 1)

1GA-FF computational times may not increase monotonically due to
several early stopping conditions, whose effect on the computational times
is unpredictable. Early stopping avoids excessive computing times while
preserving solution quality.

networks with a larger number of nodes, and 2) networks with
a higher number of wavelengths per link. In the following,
only PPO-FF and PPO-FF-MSx8 are considered, as PPO-Full
and PPO-Full-MSx8 were shown to exhibit an overall worse
performance.

1) Larger networks: In this evaluation setting, the 24-node
US backbone topology and a 100-node Gabriel graph [44]
were considered. Because of their grid-like structure, Gabriel
graphs accurately mimic the graph structure of physical layer
topologies [45]. For each topology, the number of wavelengths
per link was set to 10 and the number of connection re-
quests per episode, uniformly distributed among all source-
destination pairs, was set to 100.

Fig. 10a shows the blocking rates for the PPO agent, the
baseline heuristics and ILP for the 24-node US backbone
and the 100-node Gabriel graph. For both networks, PPO-FF
learns a policy that outperforms SP-FF and KSP-FF, but attains
very similar results with respect to LLP-FF. With the use of
Multi-Start, PPO-FF-MSx8 is able to outperform all greedy
heuristics. As for the 10-node network, there is still a gap in
performance with respect to GA-FF and ILP.

2) Higher capacity networks: In this evaluation setting,
the 10-node network in Fig. 5, the 24-node US backbone
and a 100-node Gabriel graph were considered. For each
topology, the number of wavelengths per link was set to 80
and the number of connection requests per episode, uniformly
distributed among all source-destination pairs, was set to 800.
For this scenario, we used the shaped reward defined in
Eq. (21). According to [46], and confirmed by preliminary
experiments, a policy that favours the least loaded choice
is more effective when there is blocking in the network.
Therefore, the values for α and β in Eq. (21) have been set
to α = 0.9 and β = 0.1.

Moreover, an additional element was added to the state
observation, namely, a (K) vector containing the length in
hops for each of the candidate paths.

Fig. 10b shows the blocking rates for the PPO agent, the
baseline heuristics for the 10-node network, the 24-node US
backbone and the 100-node Gabriel graph. ILP results for
the 100-node network are not reported due to excessively
long computational times. For the 10-node network, using
the shaped reward, both PPO-FF and PPO-FF-MSx8 are able
to outperform the greedy heuristics and attain comparable
performance with respect to GA-FF. For the 24-node network,
only PPO-FF-MSx8 is able to outperform all greedy heuristics,
in particular slightly outperforming LLP-FF and attaining
comparable performance with respect to GA-FF. Finally, for
the 100-node network, PPO-FF and PPO-FF-MSx8 are able to
outperform SP and KSP-FF, but do not outperform LLP-FF.
This suboptimal performance of PPO-FF and PPO-FF-MSx8
for the largest instance suggests a need for more sophisticated
DRL-based solution methods than one which only learns an
admission control and routing rule.

VII. CONCLUSION

In this work, we compared the performance of DRL-based
methods against a state-of-the-art metaheuristic and ILP for
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Fig. 10. Blocking rates of the PPO agents, heuristics and ILP for 1000 test traffic matrices. (a) 10 wavelengths per link, 100 uniformly distributed connection
requests per episode. (b) 80 wavelengths per link, 800 uniformly distributed connection requests per episode. Whiskers encompass 95% of the data.

solving the static RWA problem. We trained and evaluated
two DRL agents, namely PPO-FF and PPO-Full. In particular,
PPO-FF applies a first-fit strategy for wavelength assignment,
whereas PPO-Full can accommodate requests in any available
wavelength. Furthermore, by leveraging stochasticity in the
learned policy, we developed a Multi-Start approach (PPO-FF-
MSx8 and PPO-Full-MSx8), bringing a consistent improve-
ment on the average performance of the DRL agents. Finally,
we engineered a shaped reward that allows efficient learning in
networks with high link capacity. From experimental results,
we observed that PPO-FF outperforms PPO-Full in most cases,
highlighting the significant challenges in terms of exploration
and feature learning in DRL. Overall, our proposed approach
shows pros and cons with respect to both greedy heuristics
(i.e., longer computational times, but better solution quality)
and state-of-the-art metaheuristics such as GA-FF (i.e., worse
solution quality, but better computational times), providing a
competitive middle ground between these two aspects. Future
work will focus on learning more complex heuristic frame-
works (e.g., local search) leveraging DRL-based methods.
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